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Abstract: This study evaluates different machine learning models for predicting engagement in photographs. 

The models were loaded into the Orange platform, known for its visual machine learning capabilities. Labeled 

datasets were collected, including information on the photograph type and engagement level. Various models, 

including decision trees, logistic regression, and neural networks, were constructed and trained. Performance 

evaluation involved cross-validation techniques and comparison of metrics such as accuracy and cross- 

correlation. The model with the best performance was selected to predict engagement in new posts based on 

photograph type.  

The results highlight the importance of selecting the appropriate model for specific project objectives. 

The comparative analysis revealed no standout model, but valuable insights were obtained regarding the types 

of photographs that can be predicted with higher precision. The study&#39;s systematic evaluation approach 

helps identify model strengths and weaknesses and uncover hidden patterns in the database. The findings 

demonstrate the need for improving the prediction capacity of machine learning models in engagement 

prediction. This research contributes to a better understanding of engagement prediction in photographs and 

emphasizes the significance of model selection and dataset characteristics in achieving accurate predictions. 
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I. INTRODUCTION 
The In today's digital era, effective marketing strategies and data analysis techniques play a vital role in 

driving business success. With the widespread adoption of online platforms and social media, companies have 

access to vast amounts of data that can be harnessed to understand customer behavior, preferences, and 

engagement patterns. Leveraging this data effectively can enable businesses to tailor their marketing efforts, 

optimize customer experiences, and ultimately enhance their overall competitiveness. 

One of the key challenges in digital marketing is predicting and improving customer engagement. 

Engaged customers are more likely to interact with brands, make purchases, and become loyal advocates. 

However, accurately predicting and understanding engagement levels can be complex due to the dynamic and 

multifaceted nature of customer interactions. This is where machine learning techniques, such as those 

employed in data analysis, play a crucial role. 

Previous research has explored various approaches to analyze customer engagement in the digital realm. 

Traditional statistical models have been employed, but they often struggle to capture the intricacies of dynamic 

online environments. With the advent of machine learning, the ability to process and analyze large datasets has 

significantly improved, allowing for more accurate predictions and insights into customer behavior. 

 

II. METHODS 
To assess the efficiency of different engagement prediction models based on the type of photograph, the 

models were loaded into Orange due to its ease of use as a visual machine learning platform. First, the input data 

was prepared by collecting and selecting a labeled dataset that included information about the type of 

photograph and the level of engagement obtained in each post. 

Next, various machine learning models were constructed and trained, including decision trees, logistic 

regression, and neural networks. For model evaluation (Figure 30), different cross-validation techniques were 

employed, and performance metrics such as accuracy and cross-correlation were compared. Finally, the model 

with the best performance was selected to make predictions about the engagement of new posts based on the 

type of photograph. 
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Figure 30 Data flow for the evaluation and prediction of multiple machine learning models. 

 

During the evaluation of different machine learning models in engagement prediction, a file containing a 

database was used, which passed through various nodes pre-loaded with common machine learning models. 

These models were compared in prediction and testing nodes to determine which one offered the best accuracy 

in engagement prediction. 

Multiple types of photographs were evaluated using each machine learning model in each run, allowing 

for a broader and more comprehensive understanding of the performance of each model in different contexts 

and situations (Figure 31). Through these results, it was possible to determine which models provided the 

highest accuracy and which types of photographs were more likely to be predicted with greater precision. 

This systematic and rigorous evaluation approach of multiple machine learning models in engagement 

prediction allows for identifying the strengths and weaknesses of each model and using this information to 

improve prediction accuracy in the future. Additionally, it helps identify patterns and trends in the database that 

might otherwise go unnoticed. 
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Figure 31 Tests for each model in each variable and result matrix with their differences. 

 

The comparative matrix among the models enables evaluating their performance in terms of different 

indicators such as AUC (area under the ROC curve), accuracy, recall, and F1 score. These indicators allow 

determining which model is most suitable for predicting user engagement with different photographs. 

 

 

III. RESULTS 
The comparative matrix (Figure 32) displays the performance of each model for each type of photograph. 

By comparing the results, we can identify which model performs best for each type of photograph. Furthermore, 

we can identify models that consistently perform well across all evaluated types of photographs. 

It is important to consider that choosing the appropriate model depends on the specific objectives and 

requirements of the project. Therefore, carefully evaluating the results from the comparative matrix and 

selecting the model that best fits the project's needs is crucial. 

 

 
Figure 32 Detailed review of the differences between models 
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Based on the results obtained from the evaluated machine learning models, it can be concluded that no 

model stands out among the others in predicting engagement in photographs. The model with the best 

performance was Random Forest with an AUC of 0.574, but it still did not achieve a satisfactory level of 

prediction. Additionally, the values of CA, F1, Precision, and Recall for all models were relatively low, 

indicating ample room for improving the prediction capacity of these models. The results may be influenced by 

the amount of information available in the database. 

 

 
Figure 33 Segmentation graph by type of post 

 

In the above graph, we can observe the distribution of different types of photographs and their level of 

engagement (Figure 33). Reels stand out as the least generated content type but potentially with higher 

engagement. Self-portraits consistently show high levels of engagement (Figure 34). 

 

 
Figure 34 Linear regression graph of the studied photographic categories 

 

In summary, through the systematic evaluation of different machine learning models in predicting 

engagement in photographs, it has been identified that none of the evaluated models offer outstanding 

performance. However, valuable insights have been gained regarding the types of photographs that are more 
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likely tobe predicted with higher accuracy. It has also emphasized the importance of selecting the appropriate 

model to meet specific project objectives. Furthermore, the distribution graph of different types of photographs 

and their engagement levels has revealed that reels and self-portraits are content types that can generate 

considerably high engagement responses. 

By conducting this evaluation, we have gathered valuable information that can guide future 

improvements in prediction accuracy. Although none of the models achieved exceptional performance, the 

insights gained from this study will contribute to refining the prediction models and enhancing their 

effectiveness. 

 

IV. CONCLUSION 
In conclusion, the evaluation of various machine learning models in predicting engagement in 

photographs has provided valuable findings. While no model stands out as superior, the analysis has shed light 

on the types of photographs that are more likely to yield accurate predictions. These insights, along with the 

comparative matrix and distribution graphs, will inform the selection of appropriate models and help optimize 

the prediction of engagement in future projects. 
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